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q HD,	  MHD	  (1	  &	  3T)	  
q Block-‐structured	  AMR	  
q  Implicit	  diffusion	  solvers	  (HYPRE)	  
q Par3cles,	  Flame,	  Self-‐gravity,	  etc...	  	  
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	  	  	  	  	  -‐	  radia3on	  diffusion,	  
	  	  	  	  	  -‐	  laser	  deposi3on,	  ray-‐tracing,	  
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ABSTRACT

We present a new numerical code, PLUTO, for the solution of hypersonic flows in 1, 2, and 3 spatial dimensions and
different systems of coordinates. The code provides a multiphysics, multialgorithm modular environment particularly
oriented toward the treatment of astrophysical flows in presence of discontinuities. Different hydrodynamic modules
and algorithms may be independently selected to properly describe Newtonian, relativistic, MHD, or relativistic MHD
fluids. The modular structure exploits a general framework for integrating a system of conservation laws, built on mod-
ern Godunov-type shock-capturing schemes. Although a plethora of numerical methods has been successfully de-
veloped over the past two decades, the vast majority shares a common discretization recipe, involving three general
steps: a piecewise polynomial reconstruction followed by the solution of Riemann problems at zone interfaces and a
final evolution stage. We have checked and validated the code against several benchmarks available in literature. Test
problems in 1, 2, and 3 dimensions are discussed.

Subject headinggs: hydrodynamics — methods: numerical — MHD — relativityYshock waves

Online material: color figures

1. INTRODUCTION

Theoretical models based on direct numerical simulations have
unveiled a newway toward a better comprehension of the rich and
complex phenomenology associated with astrophysical plasmas.

Finite difference codes such as ZEUS (Stone&Norman 1992a,
1992b) or NIRVANA+ (Ziegler 1998) inaugurated this novel era
and have been used by an increasingly large fraction of researchers
nowadays. However, as reported in Falle (2002), the lack of up-
winding techniques and conservation properties have progres-
sivelymoved scientist’s attention towardmore accurate and robust
methods. In this respect, the successful employment of the so-
called high-resolution shock-capturing (HRSC) schemes have
revealed a mighty tool to investigate fluid dynamics in nonlinear
regimes. Some of the motivations behind their growing popular-
ity is the ability to model strongly supersonic flows while retain-
ing robustness and stability. The unfamiliar reader is referred to
the books of Toro (1997), LeVeque (1998), and references therein
for a more comprehensive overview.

Implementation of HRSC algorithms is based on a conserva-
tive formulation of the fluid equations and proper upwinding re-
quires an exact or approximate solution (Roe 1986) to theRiemann
problem, i.e., the decay of a discontinuity separating two constant
states. This approach dates back to the pioneeringwork of Godunov
(1959), and it has now become the leading line in developing high-
resolution codes examples of which include FLASH (Fryxell
et al. 2000 for reactive hydrodynamics), the special relativistic
hydro code GENESIS (Aloy et al. 1999), the versatile advection
code (VAC; Tóth 1996), or the new NIRVANA (Ziegler 2004).

Most HRSC algorithms are based on the so-called reconstruct-
solve-average (RSA) strategy. In this approach volume averages
are first reconstructed using piecewise monotonic interpolants in-
side each computational cell. A Riemann problem is then solved
at each interface with discontinuous left and right states, and the

solution is finally evolved in time. It turns out that this sequence of
steps is quite general for many systems of conservation laws, and
therefore, it provides a general framework under which we have
developed a multiphysics, multialgorithm, high-resolution code,
PLUTO. The code is particularly suitable for time-dependent, ex-
plicit computations of highly supersonic flows in the presence of
strong discontinuities, and it can be employed under different re-
gimes, i.e., classical, relativistic unmagnetized, and magnetized
flows. The code is structured in a modular way, allowing a new
module to be easily incorporated. This flexibility turns out to be
quite important, since many aspects of computational fluid dy-
namics are still in rapid development. Besides, the advantage
offered by a multiphysics, multisolver code is also to supply the
user with the most appropriate algorithms and, at the same time,
provide interscheme comparison for a better verification of the
simulation results. PLUTO is entirely written in the C program-
ming language and can run on either single processor or parallel
machines, the latter functionality being implemented through the
message passing interface (MPI) library. The code has already
been successfully employed in the context of stellar and extra-
galactic jets (Bodo et al. 2003; Mignone et al. 2004, 2005a), ra-
diative shocks (Mignone 2005; Massaglia et al. 2005), accretion
disks (Bodo et al. 2005; Tevzadze et al. 2006),magneto-rotational
instability, relativistic Kelvin-Helmholtz instability, and so forth.
The paper is structured as follows: in x 2 we give a description

of the code design; in x 3 we introduce the physics modules
available in the code; in x 4 we give a short overview on source
terms and nonhyperbolicity; and in x 5 the code is validated
against several standard benchmarks.

2. CODE DESIGN

PLUTO is designed to integrate a general system of conserva-
tion laws that we write as

@U

@t
¼ ": = T(U )þ S(U ): ð1Þ

HereU denotes a state vector of conservative quantities,T(U ) is a
rank 2 tensor, the rows of which are the fluxes of each component
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Upwind (CTU) inside unsplit ctu.c. Schematically, starting with a vector of primitive variables V
n at

t = tn, a single step advance requires:

• boundary conditions through the BOUNDARY function (in Src/boundary.c);

• piecewise polynomial reconstruction (on primitive variables) inside the zone; this yields 1-D left
and right states, V L and V R, at cell interfaces. Interpolation routines are collected all together
under Src/Interpolants;

• computation of 1-D inter-cell fluxes F = F(V L,V R) via the RIEMANN function, a pointer to a
Riemann Solver function, properly initialized in SET SOLVER (file set solver.c in each physics
module). Riemann Solver functions are physics-dependent;

• right hand side evaluation via the function GET RHS (in Src/rhs.c), §1.2;

• conservative update U
n+1 = U

n +RHS;

• conversion of Un+1 → V
n+1.

1.2 Right Hand Side Computation

The GET RHS function properly discretize a 1-D contribution to the right hand side of

U
n+1
ijk −U

n
ijk = R

n
1 +R

n
2 +R

n
3

in the selected system of coordinates. It is called once (or more) for every direction at every stage (e.g.
predictor/corrector). Contributions from the d = i, j, k direction are computed as

Rd = −
∆t

∆Vd

(

F
A

d+ 1
2
−F

A

d− 1
2

)

+∆t
(

S
geo
d + S

grav
d + S

8w
d

)

(1.1)

where ∆Vd is the cell volume, FA
d is the area-weighted flux and S

geo
d ,Sgrav

d ,S8w
d are, respectively, the

geometrical, gravitational and Powell’s1 source terms. Notice that PLUTO discriminate between flux
terms and pressure terms. Flux terms come from the divergence of vectors or tensors and are denoted by
F

d in Eq. (1.1). Pressure terms arise because of gradients and require incrementing R in the component
of the momentum normal to a given direction,

R[md]
d − =

∆t

∆ld

(

pd+ 1
2
− pd− 1

2

)

(1.2)

where ∆ld is a line element.
Curvilinear coordinates are handled by carefully computing volume and area factors differently for

scalar or vector quantities. For scalar quantities such as density or energy, one simply has

∂q

∂t
+∇ · F = 0 =⇒
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= 0 Spherical

so that FA
d = Ad Fd and the different terms contributing to Eq. (1.1) are given in Table 1.1. In this case,

the corresponding component of Sgeo is zero.
For vector quantities such as momentum and magnetic field, we exploit the symmetric or antisym-

metric properties of the corresponding flux tensor.

1only for the MHD and RMHD modules.

with LLLn ! LLLd(Vn) or LLLn ¼
P

d LLL
d(Vn) in the case of a dimen-

sionally split or unsplit method, respectively. The third-order
Runge-Kutta method (RK3) may also be used, at the cost of an
additional step:

U# ¼ Un þ!tLLLn; ð21Þ

U## ¼ 1

4
3Un þ U# þ!tLLL#ð Þ; ð22Þ

U nþ1 ¼ 1

3
Un þ 2U## þ 2!tLLL##ð Þ: ð23Þ

For this class of methods, input states for the Riemann solver
are given by the output of the interpolation routine, see x 2.2.
Besides, boundary conditions must be assigned before each step.
A total of two and three Riemann problems per cell per direction
must be solved by the RK2 and RK3 marching scheme, respec-
tively. Furthermore, fully unsplit Runge-Kutta integrators require
a stronger time step limitation; see Table 2.

3. PHYSICS MODULES

PLUTO is distributed with four independent physics modules
for the explicit numerical integration of the fluid equations under
different regimes and conditions. The hydrodynamics (HD),mag-
netohydrodynamics (MHD), relativistic (RHD), and relativistic
MHD (RMHD) modules solve, respectively, the Euler equations
of gas dynamics, the ideal/resistive MHD equations, the energy-
momentum conservation laws of a special relativistic perfect
gas, and the equations for a (special) relativistic magnetized ideal
plasma.

In what follows, !, p, and E denote, respectively, the
proper density, thermal pressure, and total energy density. Vector
fields such as m ! (m1; m2; m3)

T , v ! (v1; v2; v3)
T , and B !

(B1;B2; B3)
T , define the momentum density, velocity, and mag-

netic field. Finally, " will be used to define the ratio of specific
heats for the ideal equation of state.

3.1. The Hydrodynamics (HD) Module

This module implements the equations of classical fluid dy-
namics with an ideal equation of state. The conservative variables
U and the flux tensor are

U ¼
!

m

E

0

B@

1

CA; T Uð Þ ¼
!v

mvþ pI

(E þ p)v

0

B@

1

CA

T

; ð24Þ

where m ¼ !v is the momentum density and I is the unit, 3 ; 3
tensor. The total energy density E is related to the gas pressure p
by the ideal gas closure:

E ¼ p

"' 1
þ jmj2

2!
: ð25Þ

The set of primitive variables V ! (!; v; p)T is given by den-
sity, velocity v, and thermal pressure p.

This module comes with a set of several Riemann solvers, in-
cluding the nonlinear Riemann solver based on the two-shock ap-
proximations (Colella&Woodward 1984; Fryxell et al. 2000), the
Roe solver (Toro 1997), the AUSM+ scheme (Liou 1996), the

HLL (Einfeldt et al. 1991), HLLC (Toro et al. 1994) solvers,
and the Lax-Friedrichs solver (Rusanov 1961).
The HDmodule contains an implementation of the fast Eulerian

transport algorithm for differentially rotating disk (FARGO;Masset
2000) on polar grids. The FARGO scheme allows much larger
time steps than the standard integration where the Courant con-
dition is traditionally limited by the fast orbital motion at the in-
ner boundary.

3.2. The Magnetohydrodynamics (MHD) Module

The MHD module deals with the equations of classical ideal
or resistive magnetohydrodynamics (MHD). In the ideal case,U
and T may be written as

U ¼

!

m

B

E

0

BBB@

1

CCCA; T Uð Þ ¼

!v

mv' BBþ ptI

vB' Bv

E þ ptð Þv' (v = B)B

2

6664

3

7775

T

; ð26Þ

with m ¼ !v and pt ¼ pþ jBj2/2 being the total (thermal +
magnetic) pressure, respectively. The additional constraint
: = B ¼ 0 complements themagnetic field evolution (see x 3.2.1).
Resistivity is introduced by adding appropriate parabolic terms to
the induction and energy equations; see x 4.3.
Available equations of state implemented are the ideal gas law,

E ¼ p

"' 1
þ 1

2

jmj2

!
þ jBj 2

 !
; ð27Þ

and the isothermal equation of state p ¼ c2s !, where cs is the (con-
stant) isothermal speed of sound.
The set of primitive variables is the same one used for the HD

module, with the addition of magnetic fields. The user can choose
among the following available Riemann solvers: the Roe solver of
Cargo & Gallice (1997), the HLL (Janhunen 2000), HLLC (Li
2005), HLLD (Miyoshi & Kusano 2005), and the Lax-Friedrichs
solvers.

3.2.1. Solenoidal Constraint

The solution to the MHD equations must fulfill the solenoidal
constraint,: = B ¼ 0, at all times. Unfortunately, it is well known
that numerical scheme do not naturally preserve this condition
unless special discretization techniques are used. Among the va-
riety of monopole control strategies proposed in literature (for a
review see Tóth 2000), we have implemented (1) the eight wave
formulation (Powell 1994; Powell et al. 1999) and (2) the con-
strained transport (CT) of Balsara & Spicer (1999) and Londrillo
& del Zanna (2004). The CT framework has been incorporated
into the unsplit CTU integrator following the recent work by
Gardiner & Stone (2005). A similar approach is used by Teyssier
et al. (2006).
In the first strategy, the magnetic field has a cell-centered rep-

resentation and an additional source term is added to the MHD
equation. The discretization of the source term is different depend-
ing on the Riemann solver (following Janhunen 2000), a feature
that we found to greatly improve robustness.
In the CT formulation, on the other hand, the induction equa-

tion is integrated directly using the Stokes theorem and the mag-
netic field has a staggered collocation.
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ABSTRACT

We present a new numerical code, PLUTO, for the solution of hypersonic flows in 1, 2, and 3 spatial dimensions and
different systems of coordinates. The code provides a multiphysics, multialgorithm modular environment particularly
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final evolution stage. We have checked and validated the code against several benchmarks available in literature. Test
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1. INTRODUCTION

Theoretical models based on direct numerical simulations have
unveiled a newway toward a better comprehension of the rich and
complex phenomenology associated with astrophysical plasmas.

Finite difference codes such as ZEUS (Stone&Norman 1992a,
1992b) or NIRVANA+ (Ziegler 1998) inaugurated this novel era
and have been used by an increasingly large fraction of researchers
nowadays. However, as reported in Falle (2002), the lack of up-
winding techniques and conservation properties have progres-
sivelymoved scientist’s attention towardmore accurate and robust
methods. In this respect, the successful employment of the so-
called high-resolution shock-capturing (HRSC) schemes have
revealed a mighty tool to investigate fluid dynamics in nonlinear
regimes. Some of the motivations behind their growing popular-
ity is the ability to model strongly supersonic flows while retain-
ing robustness and stability. The unfamiliar reader is referred to
the books of Toro (1997), LeVeque (1998), and references therein
for a more comprehensive overview.

Implementation of HRSC algorithms is based on a conserva-
tive formulation of the fluid equations and proper upwinding re-
quires an exact or approximate solution (Roe 1986) to theRiemann
problem, i.e., the decay of a discontinuity separating two constant
states. This approach dates back to the pioneeringwork of Godunov
(1959), and it has now become the leading line in developing high-
resolution codes examples of which include FLASH (Fryxell
et al. 2000 for reactive hydrodynamics), the special relativistic
hydro code GENESIS (Aloy et al. 1999), the versatile advection
code (VAC; Tóth 1996), or the new NIRVANA (Ziegler 2004).

Most HRSC algorithms are based on the so-called reconstruct-
solve-average (RSA) strategy. In this approach volume averages
are first reconstructed using piecewise monotonic interpolants in-
side each computational cell. A Riemann problem is then solved
at each interface with discontinuous left and right states, and the

solution is finally evolved in time. It turns out that this sequence of
steps is quite general for many systems of conservation laws, and
therefore, it provides a general framework under which we have
developed a multiphysics, multialgorithm, high-resolution code,
PLUTO. The code is particularly suitable for time-dependent, ex-
plicit computations of highly supersonic flows in the presence of
strong discontinuities, and it can be employed under different re-
gimes, i.e., classical, relativistic unmagnetized, and magnetized
flows. The code is structured in a modular way, allowing a new
module to be easily incorporated. This flexibility turns out to be
quite important, since many aspects of computational fluid dy-
namics are still in rapid development. Besides, the advantage
offered by a multiphysics, multisolver code is also to supply the
user with the most appropriate algorithms and, at the same time,
provide interscheme comparison for a better verification of the
simulation results. PLUTO is entirely written in the C program-
ming language and can run on either single processor or parallel
machines, the latter functionality being implemented through the
message passing interface (MPI) library. The code has already
been successfully employed in the context of stellar and extra-
galactic jets (Bodo et al. 2003; Mignone et al. 2004, 2005a), ra-
diative shocks (Mignone 2005; Massaglia et al. 2005), accretion
disks (Bodo et al. 2005; Tevzadze et al. 2006),magneto-rotational
instability, relativistic Kelvin-Helmholtz instability, and so forth.
The paper is structured as follows: in x 2 we give a description

of the code design; in x 3 we introduce the physics modules
available in the code; in x 4 we give a short overview on source
terms and nonhyperbolicity; and in x 5 the code is validated
against several standard benchmarks.

2. CODE DESIGN

PLUTO is designed to integrate a general system of conserva-
tion laws that we write as

@U

@t
¼ ": = T(U )þ S(U ): ð1Þ

HereU denotes a state vector of conservative quantities,T(U ) is a
rank 2 tensor, the rows of which are the fluxes of each component
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Upwind (CTU) inside unsplit ctu.c. Schematically, starting with a vector of primitive variables V
n at

t = tn, a single step advance requires:

• boundary conditions through the BOUNDARY function (in Src/boundary.c);

• piecewise polynomial reconstruction (on primitive variables) inside the zone; this yields 1-D left
and right states, V L and V R, at cell interfaces. Interpolation routines are collected all together
under Src/Interpolants;

• computation of 1-D inter-cell fluxes F = F(V L,V R) via the RIEMANN function, a pointer to a
Riemann Solver function, properly initialized in SET SOLVER (file set solver.c in each physics
module). Riemann Solver functions are physics-dependent;

• right hand side evaluation via the function GET RHS (in Src/rhs.c), §1.2;

• conservative update U
n+1 = U

n +RHS;

• conversion of Un+1 → V
n+1.

1.2 Right Hand Side Computation

The GET RHS function properly discretize a 1-D contribution to the right hand side of

U
n+1
ijk −U

n
ijk = R

n
1 +R

n
2 +R

n
3

in the selected system of coordinates. It is called once (or more) for every direction at every stage (e.g.
predictor/corrector). Contributions from the d = i, j, k direction are computed as

Rd = −
∆t

∆Vd

(

F
A

d+ 1
2
−F

A

d− 1
2

)

+∆t
(

S
geo
d + S

grav
d + S

8w
d

)

(1.1)

where ∆Vd is the cell volume, FA
d is the area-weighted flux and S

geo
d ,Sgrav

d ,S8w
d are, respectively, the

geometrical, gravitational and Powell’s1 source terms. Notice that PLUTO discriminate between flux
terms and pressure terms. Flux terms come from the divergence of vectors or tensors and are denoted by
F

d in Eq. (1.1). Pressure terms arise because of gradients and require incrementing R in the component
of the momentum normal to a given direction,

R[md]
d − =

∆t

∆ld

(

pd+ 1
2
− pd− 1

2

)

(1.2)

where ∆ld is a line element.
Curvilinear coordinates are handled by carefully computing volume and area factors differently for

scalar or vector quantities. For scalar quantities such as density or energy, one simply has

∂q

∂t
+∇ · F = 0 =⇒







































∂q

∂t
+

∂Fx

∂x
+

∂Fy

∂y
+

∂Fz

∂z
= 0 Cartesian

∂q

∂t
+

1

r

∂(rFr)

∂r
+

1

r

∂Fφ

∂φ
+

∂Fz

∂z
= 0 Polar

∂q

∂t
+

1

r2
∂(r2Fr)

∂r
+

1

rs

∂(sFθ)

∂θ
+

1

rs

∂Fφ

∂φ
= 0 Spherical

so that FA
d = Ad Fd and the different terms contributing to Eq. (1.1) are given in Table 1.1. In this case,

the corresponding component of Sgeo is zero.
For vector quantities such as momentum and magnetic field, we exploit the symmetric or antisym-

metric properties of the corresponding flux tensor.

1only for the MHD and RMHD modules.

with LLLn ! LLLd(Vn) or LLLn ¼
P

d LLL
d(Vn) in the case of a dimen-

sionally split or unsplit method, respectively. The third-order
Runge-Kutta method (RK3) may also be used, at the cost of an
additional step:

U# ¼ Un þ!tLLLn; ð21Þ

U## ¼ 1

4
3Un þ U# þ!tLLL#ð Þ; ð22Þ

U nþ1 ¼ 1

3
Un þ 2U## þ 2!tLLL##ð Þ: ð23Þ

For this class of methods, input states for the Riemann solver
are given by the output of the interpolation routine, see x 2.2.
Besides, boundary conditions must be assigned before each step.
A total of two and three Riemann problems per cell per direction
must be solved by the RK2 and RK3 marching scheme, respec-
tively. Furthermore, fully unsplit Runge-Kutta integrators require
a stronger time step limitation; see Table 2.

3. PHYSICS MODULES

PLUTO is distributed with four independent physics modules
for the explicit numerical integration of the fluid equations under
different regimes and conditions. The hydrodynamics (HD),mag-
netohydrodynamics (MHD), relativistic (RHD), and relativistic
MHD (RMHD) modules solve, respectively, the Euler equations
of gas dynamics, the ideal/resistive MHD equations, the energy-
momentum conservation laws of a special relativistic perfect
gas, and the equations for a (special) relativistic magnetized ideal
plasma.

In what follows, !, p, and E denote, respectively, the
proper density, thermal pressure, and total energy density. Vector
fields such as m ! (m1; m2; m3)

T , v ! (v1; v2; v3)
T , and B !

(B1;B2; B3)
T , define the momentum density, velocity, and mag-

netic field. Finally, " will be used to define the ratio of specific
heats for the ideal equation of state.

3.1. The Hydrodynamics (HD) Module

This module implements the equations of classical fluid dy-
namics with an ideal equation of state. The conservative variables
U and the flux tensor are

U ¼
!

m

E

0

B@

1

CA; T Uð Þ ¼
!v

mvþ pI

(E þ p)v

0

B@

1

CA

T

; ð24Þ

where m ¼ !v is the momentum density and I is the unit, 3 ; 3
tensor. The total energy density E is related to the gas pressure p
by the ideal gas closure:

E ¼ p

"' 1
þ jmj2

2!
: ð25Þ

The set of primitive variables V ! (!; v; p)T is given by den-
sity, velocity v, and thermal pressure p.

This module comes with a set of several Riemann solvers, in-
cluding the nonlinear Riemann solver based on the two-shock ap-
proximations (Colella&Woodward 1984; Fryxell et al. 2000), the
Roe solver (Toro 1997), the AUSM+ scheme (Liou 1996), the

HLL (Einfeldt et al. 1991), HLLC (Toro et al. 1994) solvers,
and the Lax-Friedrichs solver (Rusanov 1961).
The HDmodule contains an implementation of the fast Eulerian

transport algorithm for differentially rotating disk (FARGO;Masset
2000) on polar grids. The FARGO scheme allows much larger
time steps than the standard integration where the Courant con-
dition is traditionally limited by the fast orbital motion at the in-
ner boundary.

3.2. The Magnetohydrodynamics (MHD) Module

The MHD module deals with the equations of classical ideal
or resistive magnetohydrodynamics (MHD). In the ideal case,U
and T may be written as

U ¼

!

m

B

E

0

BBB@

1

CCCA; T Uð Þ ¼

!v

mv' BBþ ptI

vB' Bv

E þ ptð Þv' (v = B)B

2

6664

3

7775

T

; ð26Þ

with m ¼ !v and pt ¼ pþ jBj2/2 being the total (thermal +
magnetic) pressure, respectively. The additional constraint
: = B ¼ 0 complements themagnetic field evolution (see x 3.2.1).
Resistivity is introduced by adding appropriate parabolic terms to
the induction and energy equations; see x 4.3.
Available equations of state implemented are the ideal gas law,

E ¼ p

"' 1
þ 1

2

jmj2

!
þ jBj 2

 !
; ð27Þ

and the isothermal equation of state p ¼ c2s !, where cs is the (con-
stant) isothermal speed of sound.
The set of primitive variables is the same one used for the HD

module, with the addition of magnetic fields. The user can choose
among the following available Riemann solvers: the Roe solver of
Cargo & Gallice (1997), the HLL (Janhunen 2000), HLLC (Li
2005), HLLD (Miyoshi & Kusano 2005), and the Lax-Friedrichs
solvers.

3.2.1. Solenoidal Constraint

The solution to the MHD equations must fulfill the solenoidal
constraint,: = B ¼ 0, at all times. Unfortunately, it is well known
that numerical scheme do not naturally preserve this condition
unless special discretization techniques are used. Among the va-
riety of monopole control strategies proposed in literature (for a
review see Tóth 2000), we have implemented (1) the eight wave
formulation (Powell 1994; Powell et al. 1999) and (2) the con-
strained transport (CT) of Balsara & Spicer (1999) and Londrillo
& del Zanna (2004). The CT framework has been incorporated
into the unsplit CTU integrator following the recent work by
Gardiner & Stone (2005). A similar approach is used by Teyssier
et al. (2006).
In the first strategy, the magnetic field has a cell-centered rep-

resentation and an additional source term is added to the MHD
equation. The discretization of the source term is different depend-
ing on the Riemann solver (following Janhunen 2000), a feature
that we found to greatly improve robustness.
In the CT formulation, on the other hand, the induction equa-

tion is integrated directly using the Stokes theorem and the mag-
netic field has a staggered collocation.
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q This	  sort	  of	  system	  of	  equa3ons	  can	  be	  solved	  	  
analy3cally	  only	  under	  restric3ve	  assump3ons	  	  
(e.g.	  self-‐similarity,	  sta3onarity).	  
	  
q Follow	  both	  linear	  and	  non	  linear	  phase	  of	  evolu3on.	  
	  
q Valida3on	  of	  theore3cal	  models.	  
	  
q Predic3ve	  science	  &	  design.	  	  
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Filament	  structures	  in	  SN	  remnants!	  	  
	  
Mo3va3on:	  
Probably	  caused	  by	  the	  	  
Rayleigh-‐Taylor	  instability.	  
	  
Simple	  model:	  
Two	  fluids	  of	  different	  	  
density	  inside	  a	  gravita3onal	  
Poten3al.	  	  	  	  
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Before	  star3ng,	  go	  through	  a	  	  
short	  checklist:	  	  
	  
-‐  Timescales	  of	  the	  problem?	  

-‐  Normalize!	  Normalize!	  Normalize!	  

-‐  Resolu3on:	  What	  features	  do	  you	  want	  to	  see?	  
-‐  Non	  dimensional	  parameters	  are	  your	  knobs!	  	  
	  	  	  	  	  Plasma	  β,	  Mach	  number,	  density	  contrasts,	  etc.	  	  	  
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ü  Simulate	  a	  single	  filament	  in	  a	  Cartesian	  
“domain”.	  Mesh	  resolu3on?	  Physical	  size?	  

x	  
y	  
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ü  Simulate	  a	  single	  filament	  in	  a	  Cartesian	  
“domain”.	  Mesh	  resolu3on?	  Physical	  size?	  

ü  Physics:	  Hydrodynamics	  	  +	  Gravity	  
(uniform	  gravity,	  in	  the	  y	  direc3on)	  

g	  

x	  
y	  
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“domain”.	  Mesh	  resolu3on?	  Physical	  size?	  

ü  Physics:	  Hydrodynamics	  	  +	  Gravity	  
(uniform	  gravity,	  in	  the	  y	  direc3on)	  

ü  Ini3al	  value	  problem:	  Dense	  gas	  on	  top,	  
light	  bellow.	  	  

g	  

ρ2	  

ρ1	  

x	  
y	  
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(uniform	  gravity,	  in	  the	  y	  direc3on)	  

ü  Ini3al	  value	  problem:	  Dense	  gas	  on	  top,	  
light	  bellow.	  	  

ü  Boundary	  condi3ons	  for	  the	  domain	  	  
borders:	  periodic	  (xl,xr),	  reflec3ve	  (yl,yr)	  

g	  

ρ2	  

ρ1	  

xr	  xl	  

yr	  

yl	  
x	  

y	  
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“domain”.	  Mesh	  resolu3on?	  Physical	  size?	  

ü  Physics:	  Hydrodynamics	  	  +	  Gravity	  
(uniform	  gravity,	  in	  the	  y	  direc3on)	  

ü  Ini3al	  value	  problem:	  Dense	  gas	  on	  top,	  
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ü  Boundary	  condi3ons	  for	  the	  domain	  	  
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ü  Crunch	  numbers!	  	  
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q Valida3on,	  comparison	  with	  analy3c	  models	  
	   	   	   	   	  -‐-‐	  Magne3zed	  Noh	  Z-‐pinch	  

	  
q Valida3on,	  code	  to	  code	  comparison	  	  

-‐-‐	  Accre3on	  Tori	  	  
	  
q Predic3ve	  science	  &	  Design	  

	   	   	   	   	  -‐-‐	  LULI/Vulcan	  experiments	  
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Pure Hydro MHD (azimuthal field) 
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Magnetized Noh Z Pinch Problem with the Flash code 

Noh, JCP 1987 Giuliani et al, 53d APS 2011  

- The problem: 
     Cylindrically symmetric, pressure-less gas that collapses inwards   

Pure Hydro MHD (azimuthal field) 
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Consider	  a	  pressure-‐less	  gas	  which	  implodes	  	  	  
radially	  in	  a	  cylindrical	  chamber,	  retaining	  the	  	  
symmetry	  

	  
Hydro,	  Noh	  JCP	  1987	  	  	  

	  
MHD,	  Giuliani	  et	  al.	  	  
53rd	  APS	  2011	  
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Analytic solution for the Magnetized Noh 

- There exists a class of self similar solutions that describe  
the expansion of the accretion shock. (Velikovich et al. 2012, 
Phys. Plasmas).  

Giuliani et al,  
53d APS 2011  
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Analytic solution for the Magnetized Noh 

- There exists a class of self similar solutions that describe  
the expansion of the accretion shock. (Velikovich et al. 2012, 
Phys. Plasmas).  

Giuliani et al,  
53d APS 2011  

Petros Tzeferacos, 02/10/12 

Velikovich	  et	  al.	  2012	  discovered	  	  a	  class	  of	  SS	  solu3ons	  
that	  describe	  the	  expansion	  of	  the	  accre3on	  shock.	  	  
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Numerical results with Athena (Stone et al. 2008, ApJS)  

-  HLLD, reconstructing 
on the characteristics 
at CFL = 0.4 with MC 
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Numerical results with Flash4  

-  HLLD, characteristic  
limiting at CFL = 0.8 
with Van Leer 

             ( … )  
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Numerical results with Flash4  

-  HLLD, characteristic  
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             ( … )  
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Numerical results with Flash4  

-  HLLD, characteristic  
limiting at CFL = 0.8 
with Van Leer 

             ( … )  
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0.4 

FLASH	   ATHENA	  
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Numerical results with Flash4  

-  HLLD, primitive  
limiting at CFL = 0.8  
(half the steps) with 
MC 

Petros Tzeferacos, 02/10/12 

Magnetized Noh 

An Advanced Simulation & Computing (ASC)   

Academic Strategic Alliances Program (ASAP) Center  

at The University of Chicago

The Center for Astrophysical Thermonuclear Flashes

Anshu Dubey 
June 22, 2009 

FLASH, a Modern, Well Tested, Multiphysics 

Application Code that Scales from Laptops to 

the Largest Supercomputers

The ASC/Alliances Center for Astrophysical Thermonuclear Flashes 

The University of Chicago 

The FLASH Code Contributors 

❑  Current Group: 

❑  Klaus Weide, Chris Daley, Lynn Reid, Paul Rich and Anshu Dubey 

❑  Other Current Contributors: 

❑  Dongwook Lee, Paul Ricker, Dean Townsley, Cal Jordan, John

 Zuhone, Kevin Olson, Marcos Vanella 

❑  Past Major Contributors: 

❑  Katie Antypas, Alan Calder, Jonathan Dursi, Robert Fisher, Timur

 Linde, Tomek Plewa, Katherine Riley, Andrew Siegel, Dan Sheeler,
 Frank Timmes, Natalia Vladimirova, Greg Weirs, Mike Zingale 

Numerical results with Athena (Stone et al. 2008, ApJS)  

-  HLLD, reconstructing 
on the primitives at  
CFL = 0.4 with MC 

This is their optimal  
setup/results combo. 

(Athena could not run 
with the Roe solver,  
nor at CFL = 0.8.) 

Petros Tzeferacos, 02/10/12 

Numerical results with Flash4  

-  HLLD, primitive  
limiting at CFL = 0.8  
(half the steps) with 
Van Leer 

Petros Tzeferacos, 02/10/12 

FLASH	   ATHENA	  

Numerical results with Flash4  

-  HLLD, primitive  
limiting at CFL = 0.8  
(half the steps) with 
MC 

Petros Tzeferacos, 02/10/12 
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10 

Good results switching to primitive 

variables in reconstruction. 

Non-standard reconstruction  

using primitive variables. 

with default HLLD Riemann solver (4 intermediate states). 

 

After many tests, these choices led to the best Cartesian grid solution. 

density magnetic  

field 

velocity pressure 

ü  Both	  codes	  exhibit	  good	  agreement	  with	  the	  analy3cal	  solu3ons	  
although	  FLASH	  remains	  stable	  with	  higher	  CFL	  and	  performs	  
equally	  well,	  even	  with	  more	  accurate	  RS	  such	  as	  Roe!	  	  
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FIG. 4.ÈGray-scale plots of log (o) in simulation GT1, initially a constant angular momentum torus containing poloidal Ðeld loops. Each image consists

of a side view and an equatorial view, and is labeled by time. At t \ 80 the torus has expanded due to shear ampliÐcation of the toroidal Ðeld, which has
become visibly unstable in the inner regions. Full turbulence sets in by t \ 200 (4 orbits at the initial pressure maximum) and continues for the remainder of
the simulation. The total disk mass drops steadily due to accretion. These images should be compared with the axisymmetric model in Fig. 3.
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ABSTRACT
Global time-dependent simulations provide a means to investigate time-dependent dynamic evolution

in accretion disks. This paper seeks to extend previous local simulations by beginning a systematic e†ort
to develop fully global three-dimensional simulations. The nonlinear development of the magneto-
rotational instability is investigated using a time-explicit Ðnite di†erence code written in cylindrical coor-
dinates. The equations of ideal magnetohydrodynamics are solved with the assumption of an adiabatic
equation of state. Both a Newtonian potential and a pseudo-Newtonian potential are used. Two simpliÐ-
cations are also explored : a cylindrical gravitational potential (the ““ cylindrical disk ÏÏ) and axisymmetry.
The results from those simulations are compared with fully three-dimensional global simulations. The
global simulations begin with equilibrium pressure-supported accretion tori. Two di†erent initial Ðeld
geometries are investigated : poloidal Ðelds that are constant along initial equidensity surfaces and toroi-
dal Ðelds with a constant ratio of gas to magnetic pressure. In both cases the magnetorotational insta-
bility rapidly develops and the torus becomes turbulent. The resulting turbulence transports angular
momentum, and the torus develops an angular momentum distribution that is near Keplerian. A com-
parison with axisymmetric simulations shows that in three dimensions the magnetorotational instability
can act as a dynamo and regenerate poloidal Ðeld, thereby sustaining the turbulence. As previously
observed in local simulations, the stress is dominated by the Maxwell component. The total stress in the
interior of the disk is B0.1È0.2 times the thermal pressure. At late time the disks are characterized by
relatively thick conÐgurations, with rapid time dependence and tightly wrapped, low-m spiral structures.
Subject heading : accretion, accretion disks È instabilities È MHD

1. INTRODUCTION

Accretion powers a wide range of energetic objects,
systems ranging in size from low-mass X-ray binary systems
to the disks surrounding supermassive black holes in active
galaxies and quasars. Theoretical models of these systems
must be, necessarily, highly simpliÐed. One such simpliÐca-
tion that is often employed is to assume a time-stationary
disk. However the rapid time variability seen in space- and
ground-based observations emphasizes that accretion disks
are highly dynamic systems. These observations highlight
the need to solve the fully time-dependent equations
describing accretion disks, and that, in turn, requires
numerical techniques.

Recently, time-dependent numerical simulations have
been applied to the problem of accretion disk transport.
The discovery of the magnetorotational instability (MRI) in
accretion disks (Balbus & Hawley 1991) has elucidated the
physical basis for this transport : magnetohydrodynamic
(MHD) turbulence. At the same time, the development of
practical three-dimensional MHD codes brought the study
of disk MHD turbulence, transport, and evolution into the
computational domain.

To date, most of the numerical simulations of the MRI
have been carried out in a local disk approximation known
as the shearing box (Hawley, Gammie, & Balbus 1995 ;
hereafter HGB). In the shearing box model, one considers a
frame corotating with the angular velocity at a Ðducial
radius By restricting the computational domain to smallR .
excursions from this Ðducial radius, one can reduce the
geometry (but not the dynamics) to a simple Cartesian
system while retaining tidal and Coriolis forces. Local
shearing box simulations (e.g., HGB; Hawley, Gammie, &

Balbus 1996, hereafter HGB2; Brandenburg et al. 1995 ;
Matsumoto & Tajima 1995 ; Stone et al. 1996) have demon-
strated that MHD turbulence is the nonlinear outcome of
the MRI and that outward angular momentum transport is
its natural consequence. The total stress is dominatedT

RÕby the Maxwell, or magnetic, component rather than by the
kinematic, or Reynolds, stress. In disks the amplitude of this
stress is often parameterized with the Shakura & Sunyaev
(1973) a formulation, where P is the pressure. InT

RÕ \ aP,
the local simulations typical stress values range from
a B 0.1 to 0.01. These simulations are more fully reviewed in
Balbus & Hawley (1998).

An important step in increasing the realism of numerical
disk studies is to move from this local approximation to
fully global disk simulations. The difficulties of three-
dimensional global simulations and, in particular, the
demands such simulations place on computer hardware
make this step challenging. In general, the timescale and
lengthscale di†erences between the extended radial scales of
an accretion disk and the scale of the MHD turbulence are
too great to be fully resolved. Nevertheless, global simula-
tions are now possible for somewhat restricted ranges in
radius, height, and angle.

Several global MHD disk simulations have already been
done. One of the Ðrst, by Matusmoto & Shibata (1997),
followed the evolution of a thick torus embedded in a weak
vertical magnetic Ðeld. What transpires is highly dynamic :
the outer layers of the torus slough inward in a process
referred to as avalanche accretion. This avalanche accretion
is the global consequence of the radial streaming motion
(the ““ channel solution ÏÏ), which is the nonlinear manifesta-
tion of the vertical Ðeld instability in the local limit (Hawley

462

On	   a	   more	   astrophysics	   related	   problem,	  
we	  examine	  the	  magne3zed	  accre3on	  torus	  
simula3on	  proposed	  by	  Hawley	  2000.	  	  
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ü  constant	   angular	   momentum	   torus,	   whose	   ini3al	   equilibrium	  
configura3on	  is	  dictated	  by	  

ü  The	  gravita3onal	  poten3al	  is	  pseudo-‐Newtonian	  	  
	  	  	  	  	  of	  the	  form	  

ü  The	  torus	  is	  threaded	  by	  an	  ini3ally	  poloidal	  	  
	  magne3c	  field	  

	  
	  

	  
	  

illustrate how the choice of an algorithm or another may consid-
erably bear on important issues of accuracy and efficiency.

5.4. MHD Fast Rotor Problem

A rapidly spinning (! ¼ 20) cylinder with higher density is
embedded in a static background medium with uniform pressure
( p ¼ 1), threaded by a constant magnetic field (Bx ¼ 5/ 4!ð Þ1/2).
Hydrodynamical variables smoothly change their values between
the disk and the external environment using a taper function:

("; v#) ¼
(10; !r) for r < r0;

(1þ 9f ; f !r0) for r0 % r % r1;

(1; 0) otherwise:

8
><

>:
ð48Þ

The disk has radius r0 ¼ 0:1, and the taper function f ¼ (r1&
r)/(r1 & r0) terminates at r1 ¼ 0:115. The initial radial velocity is
zero everywhere and the adiabatic index is! ¼ 1:4. This problem
has been considered by several authors; see for example Balsara&
Spicer (1999), Londrillo & del Zanna (2004), Li (2005), and ref-
erences therein.

Because of the geometrical setting, we have setup the problem
in both Cartesian and polar coordinates. On the Cartesian grid, the
domain is the square ½&1

2 ;
1
2 (

2 with outflow boundary conditions
applied everywhere. On the polar grid, we choose 0:05 < r <
0:5, 0 < # < 2!with periodic boundary conditions in# and zero-
gradient at the outer radial boundary. At the inner boundarywe set
@r(vr /r) ¼ @r(v# /r) ¼ 0. For each geometry, we adopt the com-
bination of algorithms listed in Table 3 and compare two different
strategies to control the solenoidal constraint : = B ¼ 0, i.e., the
CT and Powell methods.

Figure 7 shows density and magnetic pressure contours com-
puted at t ¼ 0:15 on the Cartesian and polar grids at a resolution
of 4002 zones. As the disk rotates, strong torsional Alfvén waves
form and propagate outward carrying angular momentum from
the disk to the ambient. Our results fully agree with those previ-
ously recovered by the above-mentioned authors and computations
obtained with the CT and Powell scheme shows excellent agree-
ment. Despite the higher complexity of the CTschemewhere both
staggered and zone-centered magnetic field are evolved in time,
the computational cost turned out to be comparable (CT/Powell )
1:05) for each system of coordinates. Moreover, the solutions com-
puted in the two different geometries show nearly identical patterns,
although polar coordinates (even with their intrinsically higher nu-
merical viscosity at higher radii, due to the diverging nature of the

grid) better fit the geometrical configuration of the problem. How-
ever, computations carried out on the polar grid were )5 times
slower than the Cartesian one, because of the more severe time
step limitation at the inner boundary, where the grid narrows.
These considerations can considerably affect the choice of ge-
ometry, specially in long-lived simulations.

5.5. Magnetized Accretion Torus

We now discuss an application of the code to a problem of as-
trophysical interest, along the lines of Hawley (2000). The prob-
lem involves a magnetized, constant angular momentum (" /
(r sin $)&2) torus in a (properly normalized) pseudo-Newtonian
gravitational potential, # ¼ &(r & 1)&1. The torus has an equi-
librium configuration described by the integral relation

!p

(!& 1)"
¼ C & #& 1

2

l 2kep

r 2 sin2$
: ð49Þ

Fig. 6.—Errors in L1 norm (%L1 (q) *
P

jqij & qexij j$xi$yj, where qij and
qexij are the numerical and analytical solutions on the mesh) for the rotated
MHD shock-tube problemat t ¼ 0:2 cos&. In order to consider all discontinuities %
was computed as the arithmetic average of %L1 (") and %L1 (Bz). On the left, errors are
plotted as function of the mesh size, whereas the left panel gives the errors as func-
tion of the CPU time, normalized to the fastest integration. Solid, dashed and dotted
lines refer to computations carriedwith the Roe, HLLD, andHLLRiemann solvers,
respectively.

Fig. 7.—Contour maps for the MHD rotor problem at t ¼ 0:15. Left and right
panels show, respectively, computations carried with the CT and Powell’s method
in Cartesian coordinates (first and third rows from top) and polar coordinates
(second and fourth rows from top). Thirty equally spaced contour levels are
used for density (0:483 < " < 13:21, first and second rows) and magnetic pres-
sure (0:0177 < jBj2/2 < 2:642, third and fourth rows).
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& Balbus 1992 ; Goodman & Xu 1994). The vertical Ðeld
winds up as it is twisted by the torus rotation, and material
is accelerated upward and outward along the Ðeld lines.

In subsequent work, Matsumoto (1999) evolved a con-
stant angular momentum torus containing an initially
toroidal Ðeld. The nonaxisymmetric MRI rapidly leads to
turbulence. Magnetic energy is ampliÐed and approaches a
value of b 4 P/(B2/8n) B 10. Again the onset and appear-
ance of the nonlinear stage of the instability are understand-
able in light of what has been seen in local simulations. In
this simulation, however, the MRI has a global conse-
quence : the resulting MHD stress transports angular
momentum outward, rapidly changing the angular momen-
tum distribution from constant with radius to nearly
Keplerian.

Recently, Armitage (1998) performed a global calculation
of a cylindrical (no vertical structure) Keplerian disk using
the ZEUS code (Stone & Norman 1992a, 1992b). The initial
magnetic Ðeld was with the sine functionB

z
P sin (R)/R,

chosen to vary once over the central part of the disk. This
initial state is unstable, and turbulence rapidly develops
along with signiÐcant angular momentum transport ; a
values are of order 0.1. As in local simulations, the Maxwell
stress is several times the Reynolds stress. The magnetic
Ðeld in the turbulent disk is dominated by the toroidal com-
ponent, and the turbulence itself is characterized by struc-
tures with small azimuthal wavenumbers m. Hawley &
Balbus (1999) similarly computed cylindrical models of
Keplerian disks and constant angular momentum tori.
They found in all cases that the MRI rapidly developed,
leading directly to turbulence and signiÐcant angular
momentum transport.

Global simulations such as these have become possible
only recently with advances in available computer speed
and memory. As computer capacities continue to increase,
ever more ambitious simulations will become possible. The
aim of this paper is to begin a systematic e†ort to develop
such three-dimensional global MHD disk simulations. To
a large extent, this paper will focus on the technical aspects
of such simulations and the gross dynamics of the MRI
in global disks. What type of simulations are currently
practical ? What sort of diagnostics are useful ? What
are the advantages and limitations of simpliÐcations such
as axisymmetry or the cylindrical approximation? As
these questions are addressed, however, several signiÐcant
conclusions about accretion torus dynamics will be
obtained.

The plan of this paper is as follows. Section 2 discusses
technical aspects of the global simulations, including the
equations, numerical algorithm, test problems, initial condi-
tions, and diagnostic procedures. In ° 3 the results from a
range of simulations are presented. Two important simpliÐ-
cations are investigated : two-dimensional axisymmetry and
a cylindrical gravitational potential. These approximations
reduce the computational complexity of global simulations,
and a comparison with the full three-dimensional treatment
allows their limitations to be assessed. Simulations of fully
global three-dimensional tori follow. Finally ° 4 summarizes
the conclusions from this work.

2. GLOBAL SIMULATIONS

2.1. Equations and Algorithms
The dynamical evolution of an accretion disk is governed

by the equations of ideal MHD, i.e.,

Lo
Lt

] $ Æ (o¿) \ 0 , (1)

o L¿
Lt

] (o¿ Æ $)¿ \ [$
A

P ] B2
8n
B[ o$' ]A B

4n Æ $
B

B ,

(2)

Lov
Lt

] $ Æ (ov¿) \ [P$ Æ ¿ , (3)

and

LB
Lt

\ $ Â (¿ Â B) , (4)

where o is the mass density, v is the speciÐc internal energy,
is the Ñuid velocity, P is the pressure, ' is the gravitational¿

potential, and B is the magnetic Ðeld vector. In the present
study we adopt an adiabatic equation of state,
P \ ov(! [ 1) \ Ko!, and ignore radiation transport and
losses. Since there is no explicit resistivity or physical vis-
cosity, the gas can heat only through adiabatic compression
or in shocks through explicit artiÐcial viscosity, Q. ArtiÐcial
viscosity appears as an additional pressure term in equation
(3), i.e., (Stone & Norman 1992a). The[(P ] Q)$ Æ ¿
absence of physical shear viscosity in these equations is
worth noting. This is the actual state of the plasma: the
molecular viscosity is utterly negligible as a source of
angular momentum transport. Accretion disks evolve
because of transport resulting from what is normally
referred to as anomalous viscosity. However this is not an
additional term in the equations ; transport results from the
dynamics contained within the above equations.

In some simulations below, the code employs the usual
Newtonian gravitational potential, ' \ [GM/r, where r is
the spherical radius. To deal with the inner boundary in a
more realistic manner, however, the code also makes use of
the pseudo-Newtonian potential & Wiita 1980)(Paczyn" sky
to model the relativistic e†ects associated with a Schwarzs-
child metric (e.g., minimum stable orbit). This inner bound-
ary permits supersonic (and accretion o† ofsuper-Alfve" nic)
the inner radial grid, reducing the likelihood of unphysical
inÑuences from the boundary conditions. The pseudo-
Newtonian potential has the form

' \ [ GM
r [ r

g
, (5)

where is the ““ gravitational radius ÏÏ (akin to the blackr
ghole horizon). For this potential, the Keplerian speciÐc

angular momentum (corresponding to a circular orbit) is

lKep \ (GMr)1@2 r
r [ r

g
, (6)

and )R2 \ l. Here we set and, for both gravitationalr
g
\ 1,

potentials, GM \ 1. This determines the units of time in the
simulation with ) \ 1 at R \ 1 for a Newtonian gravita-
tional potential. All times given will be reported in these
units ; the corresponding orbital periods at locations in the
tori will also be given where appropriate.

Equations (1)È(4) are solved using time-explicit Eulerian
Ðnite di†erencing. The global disk code is written in cylin-
drical coordinates, (R, /, z). The center of the coordinate
system is excised ; i.e., the radial coordinate begins at a
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FLASH	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  256x256]	  
Prim.	  Hancock	  

MC	  limiter	  
CFL	  0.4	  

	  
	  
	  
	  

HLL	  
CT-‐MHD	  

PLUTO	  	  	  	  	  	  	  	  	  	  	  	  	  	  Piecewise-‐linear	  

ü  Strong	  shear	  creates	  	  
	  	  	  	  	  an	  azimuthal	  field	  

ü  The	  torus	  is	  MRI	  unstable	  

ü  Angular	  momentum	  re-‐	  
	  	  	  	  	  distribu3on,	  accre3on	  	  
	  
ü  Good	  agreement	  between	  
	  	  	  	  	  codes.	  
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Study	  the	  genera3on	  of	  magne3c	  fields	  	  
in	  the	  context	  of	  galaxies	  and	  clusters.	  
Gregori	  et	  al.,	  Nature	  2012	  
	  
Biermann	  Baqery	  mechanism:	  
	  
	  
	  
	  
	  
Genera3on	  of	  B	  at	  shocks	  	   Cl	  0024+17	  (ZwCl	  0024+1652)	  

Flash Center for Computational Science
University of Chicago

5 of 22

Magnetic fields are generated through the Biermann 
Battery mechanism when pressure/density gradients 
are not aligned

● The generalized Ohm's law sets the strength of the electric field 
in the MHD approximation. Only the Battery term can produce 
magnetic fields from an initially unmagnetized plasma:

● Faraday's law relates the electric field to the rate of change of 
the magnetic field:

E=u×B j
1
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e
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Schlieren	  

Interferometry	  

laser	  
target	  

z
r

Experimental	  setup	  

ü  500	  μm	  plas3c	  sphere	  (among	  other)	  

ü  0.5	  mbar	  Argon	  filled	  chamber	  

ü  400J,	  2ω,	  1.5ns	  square	  pulse	  laser	  

ü  Abla3on	  and	  shock	  front	  crea3on	  
	  	  
ü  Quan3ta3ve	  measurements	  of	  	  
	  	  	  	  	  	  magne3c	  field	  genera3on!	  	  

Bdot	  probes	  
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target	  

shock	  front	  

laser	  
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laser	  grid	  

spherical	  	  
target	  

z
r
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q Simula3ons	  can	  be	  a	  valuable	  tool	  

q Simulate	  responsibly	  	  

q Code	  verifica3on	  &	  valida3on	  is	  not	  op3onal	  

q Experimental	  design	  and	  data	  analysis	  
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